
Reinforcement Learning forMultiple-Embodiment Grasping
Description
Reinforcement Learning (RL) and Imitation Learning have achieved remarkable re-sults in various domains of robotics, including grasping and object manipulation[2]. Recently, diffusion models have emerged as a promising avenue for modelingmultimodal data, making them well-suited for robotics grasping applications [3]. Al-though numerous algorithms exist in the current literature, there is not yet a clearconsensus on the best way to integrate diffusion into RL. In this thesis, you will ex-plore the application of diffusion-based RL specifically for robotic grasping.

Figure 1: Illustration taken from [1] to illustrate grasping for multi-embodiment.
Furthermore, a potential continuation of the thesis could explore the transfer of yourmethod to multiple-embodiment grasping. Modern generalist approaches rely onvast data from heterogeneous sources to train models capable of controlling diverserobot kinematics. Although effective, most generalist actors do not primarily targetgrasping but solve it as a downstream task, with performance inferior to currentspecialist methods. To close this gap, you will apply your methods to handle multipleembodiments of grippers.Tasks

• You will design architectures and pipelines to transfer current methods to anonline RL algorithm• Create RL environments for single- and multi-embodiment grasping using ourgrasp-dataset generation pipeline• Benchmark current state-of-the-art approaches in robotics grasping• You will work under remote and on-site supervision of the research staff, whowill provide guidance throughout the thesis. Most systems and frameworks arealready in place, offering you an excellent opportunity to hone your skillsQualifications
• Education: Studies in computer science or mathematics• Experience: Proficient in Python, including best practices in code structure andpackaging. Experience with Machine Learning like PyTorch, JAX and Tensor-Flow. Knowledge in physical simulators like MuJoCo, Bullet or Isaac Sim. Fa-miliarity with high-level graphics libraries like Open3D is a plus.• Languages: Fluent in German or English (written and spoken)References
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