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This thesis explores inverse design and optimization for advanced manufacturing us-
ing JAX-FEM, a differentiable finite element solver [2]]. While differentiable simulators
like PhiFlow have advanced fluid dynamics [[1]], similar progress for solid mechanics
and manufacturing remains limited. Yet, many industrial processes—such as stamp
forming, machining, or material optimization—rely on mechanical simulations that
are often computationally expensive and difficult to optimize. JAX-FEM fills this gap
by providing GPU-accelerated forward simulations with native support for automatic
differentiation. This unlocks the possibility to integrate powerful machine learning
(ML) methods, such as gradient-based optimization and generative models, directly
into the simulation pipeline. The goal is to build a machine-learning-friendly FEM
pipeline for tasks like shape and process optimization. Inspired by ML-driven work
in textile forming [3]], this project will develop standardized inverse tasks to support
the design of new materials, automate parameter tuning, and accelerate the devel-
opment of industrial processes. The resulting framework will help reduce manual
engineering efforts and enable fast iterations with fewer simulations.
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Figure 1: Examples of different elasticity models from [2].
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* Explore JAX and JAX-FEM and try out their examples.

* Create a simple planar bending task.

» Integrate simple ML techniques (e.g. gradients-based optimizations, or gen-
erative modeling via diffusion models).

Try out with variable geometry and conduct an analysis of the approaches.
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