
Immersive Vision-Based Teleop-eration System via Virtual Reality
Description
In this project, the purpose is to develop a teleoperation system to control a robotarm with dexterous robot hand using VR (Virtual Reality). Teleoperation enablesoperators to remotely control and manipulate objects, machines, or devices over adistance using remote equipment or systems, which are widely used in various fieldsincluding industry and research. Research can also use teleoperation to create high-quality human demonstrations to teach robot skills. However, current teleoperationmethods are less intuitive and not user-friendly for their 2D visualization interfacecannot provide a stereoscopic view for users.To solve these problems, VR Technology is involved to provide an intuitive 3D inter-face for users. By allowing users to interact with virtual environments as if they werephysically present. VR makes immersive control and manipulation of robot possible.This technology relies on powerful computer graphics processing capabilities and isfacilitated through specialized head-mounted devices such as VR headsets, whichtransport users into entirely new digital world.

Figure 1: Vision-Based robot teleoperation by hand tracking[1]
Tasks
The tasks in this project will involve:• Hardware & Software Framework: Integrate robot hands to our current tele-operation setting• Multi-camera Hand Tracking: Apply human motion tracking to track the move-ment of users’ hands• Point Cloud Processing: Combine the point clouds of multiple depth camerasthat is then visualized in our in virtual reality setup• Motion Retargeting: Retarget human motion space to robotic hand positionto control robot by human hand [2]• System Evaluation: Integrate all subsystem and evaluate its performanceReferences
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[2] Daniel Rakita, Bilge Mutlu, and Michael Gleicher. A motion retargeting methodfor effective mimicry-based teleoperation of robot arms. In 2017 12th ACM/IEEE

International Conference on Human-Robot Interaction (HRI, page 361–370, Mar2017.

Autonomous LearningRobots (ALR)Prof. Gerhard Neumann
Project Type
✓□ Master Thesis
□ Bachelor Thesis
□ Research Project
Supervisors
Z Xinkai Jiang
@ xinkai.jiang@kit.edu
Z Nicolas Schreiber
@ nicolas.schreiber@kit.edu

Difficulty
Algorithmic
Math
Application

Requirements
✓□ Python
✓□ C++
✓□ C# & Unity

mailto:xinkai.jiang@kit.edu
mailto:nicolas.schreiber@kit.edu

