
Model Predictive Control for De-formable Manipulation Tasks
Description
Model Predictive Control (MPC) is a widely used trajectory planning method inrobotics. However, its application to deformable object manipulation remains rel-atively underexplored. Running MPC in such scenarios is computationally expensivedue to the need for real-time optimization during execution. While this challenge canbe mitigated for tasks involving simple dynamical systems, such as rigid object ma-nipulation, it becomes significantly more difficult for deformable manipulation, suchas fluid handling, due to the inherently complex and high-dimensional state space,which slows down simulation speed and the planning algorithm considerably. Inthis thesis, we investigate methods to address this complexity, including planningusing image inputs via latent space [2, 3] or directly through point cloud represen-tations. Although advanced simulators, such as [1, 4], enable relatively fast simu-lation for these tasks, their speed is still substantially slower than rigid simulations,posing challenges for real-time planning. By developing geometry-aware strategiesfor MPC, this work seeks to extend its applicability to deformable manipulation, thusbridging the gap between classical planning methods and complex real-world tasks[1].

Figure 1: Writing on sand, an example of deformable manipulation tasks from [1].
Tasks

• Get familiar with Maniskill2’swriting on sand task in Figure 1 and able to controlthe robot with a random policy.• Get familiar with Model Predictive Control.• Implement a full planning pipeline on simple manipulation task and then try iton writing on sand task.• Evaluate the different methods on variously similar tasks.References
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