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Robotic Skill Transitions Reimag-
ined: Safer, Smarter, and Human-
Aware Manipulation

(EScription

In long-horizon robotic manipulation tasks, safety is often considered at the level of
individual skills [1]]. However, transitions between skills can introduce critical safety
risks that are commonly overlooked.
Examples:
* A robot finishes a cutting task while holding a knife, then moves toward a hu-
man to start a new task.
It completes pouring hot coffee and immediately transitions to placing the cup
elsewhere in a hazardous way (e.g., move too fast).
These transitional phases, though brief, pose significant safety threats due to abrupt
changes in context, object state, or surroundings.

Figure 1: Two possible examples where robot may behave dangerously.
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The tasks in this project will involve:

* Data Preparation & Preprocessing: Use existing datasets or collect our own
demonstrations. Collect transition states.

» Symbolic Skills Preparation: Prepare pre-trained visumotor skill policies via
imitation learning.

* VLM/LLM framework: Prompt engineering to use VLM/LLM for labeling.

* Neural Control Barrier Function (CBF) Training: Train CBF neural network [2]]
and combine it with the motion planner to avoid safety issue during transition.

» System Evaluation: Integrate all subsystem and evaluate its performance both
on simulation environment and real robot.
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